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An isotonic spatial scan statistic for
geographical disease surveillance

Martin KULLDORFF

The spatial scan statistic is commonly used in gecgraphical disease surveillance as a test for
spatial randomness to detect and evaluate geographical disease clusters. The author proposes an
isotonic version of the test, where the cluster under the alternative hypothesis is modeled using an
isotonjc regression function with successively decreasing risk with increasing distance from the
cluster center, The two methods are compared on the same breast cancer mortality data set. The
result is basically the same for the two methods, detecting the same cluster, but there are subtle
differences between the tests that makes ore or the other the prefered choice depending on the

particular situation in which they are used.
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1 Introduction

Epidemiologists are often called on to investigate
geographic disease cluster alarms. These may have been
detected by an observant citizen group, by medical
doctors, by journalists doing investigative reporting, or
by local health officials. For natural reasons, the alarms
are typically accompanied by considerable worry within
the communities affected. Examples of past cluster
alarms include : leukemia around Sellafield, England"
brain cancer in Los Alamos, USA? ; leukemia in Kram-
mel, Germany®; and myeloma in Tokushima, Japan®.
In the United States alone, the state health departments
receive a total of about 1500 cancer cluster inquiries
every year®.

Most disease clusters are due to random geographical
variation in disease incidence, prevalence or mortality,
as some areas are bound to have higher disease rates
than other, simply due to chance. On the other hand, the
detection of disease clusters has sometimes led to impor-
tant new knowledge, such as the discovery of serious
health threats in unexpecied locations®™, the discovery
of new disease etivlogies®, and more rarely, the discov-
ery of new diseases'®*". When disease cluster are found,
it is important to use statistical methods to evaluate
whether an observed excess may reasonably be due to
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chance or not. While not the oniy criteria, that will help
determine whether a thorough epidemiological investi-
gation is warranted, or whether resources are better
spent elsewhere.

An alternative to post-alarm cluster analyses due to
ad-hoc cluster alarms, is a pro-active approach, system-
atically screening a region for geographical clusters in a
surveillance setting. If an ad-hoc cluster alarm subse-
quently does occur, it can then he quickly evaluated by
looking up the result from the previous analysis, already
conducted through the systematic surveillance. If there
is not a significant cluster at the location in question, the
alarm can be quickly dismissed as a probable chance
occurrence, although some further investigation may
still be warranted depending on the exact nature of the
alarm. If there is a significant cluster at the location of
the alarm, then the epidemiologist are not taken by
surprise, but will have had a head start on investigating
the disease cluster. Moreover, a systematic approach to
geographical disease surveillance may detect important
disease clusters that would otherwise go unnoticed.

One method that can be used for geographical disease
surveillance as well as for the evaluation of geographi-
cal disease cluster alarms, is the spatial scan statis-
tic'®'® The spatial scan statistic has the following
features, making it suitable for geographical disease
surveillance : (1) it takes the uneven geographical distri-
bution of the population risk into account, and adiusts
for any number of confounding variables, such as age,
gender or other known or suspected risk factors: (2) it
searches for clusters without making any apriori
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assumptions about their location or size; {3) it adjusts
for the multiple testing inherent in the multiple cluster
locations and sizes considered ; (4) if the null hypothesis
is rejected, it specifies the location of the cluster that
caused the rejection ; (5) it is able to detect and evaluate
multiple clusters if they exist ; and {(6) it can he used to
detect areas of excess risk {clusters) as well as areas of
lower risk.

In this paper, we first describe the spatial scan statis-
tic. We then present an isotonic spatial scan statistic. It
has the same properties as listed above for the standard
spatial scan statistic. Both are constructed as a likeli-
hood ratio tests, but they differ in the way in which
clusters are modeled under the ailternative hypothesis.
The isotonic spatial scan statistic is illustrated using a
breast cancer mortality data set previously analyzed
using the standard spatial scan statistic'", and the two
methods are compared.

2 The Spatial Scan Statistic

The spatial scan statistic imposes a circular window
on a map and lets its centroid move across the study
region. For any given position of the centroid, the radius
of the window is changed continuously to take any value
between zero and some upper limit. In total the method
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uses a set Z containing a very large number of distinct
circles, each with a different location and size, and each
being a potential cluster. A small sample of the many
circles used are shown in figure 1.

Under the alternative hypothesis, there is at least one
circle for which the underlying risk is higher inside the
circle as compared to outside. For each circle, the
observed and expected number of cases are noted. It is
then possible to calculate the likelihood to observe the
actually observed number of cases within a circle. The
circle with the maximum likelihood is defined as the the
most likely cluster. This is the cluster that is least likely
to have occured by chance.

The likelihood can be calculated assuming either a
Poisson or Bernoulli model, depending on how the cases
are generated. The Poisson model should be used for
incidence and mortality rates, where the population at
risk reflect the number of person years. The Bernoulli
model should be used if we have 0/1 observations such
as children with birth defects compared to total births,
or late stage breast cancer as compared to the total
cases of breast cancer.

Conditioning on the observed total number of cases,
N, the definition of the spatial scan statistic is the
maximum likelihcod ratio over all possible circles Z& %
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Figure 1 A small sample of the many circles used by the spatial scan statistic
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Ze¥
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where L(Z) is the maximum likelihood for circle Z,
expressing how likely the observed data are given a
differential rate of events within and outside the zone,
and where L, is the likelihood function under the null
hypothesis.

Let n; be the number of cases in circle Z. For the
Bernoulli model, let M be the total number of cases and
controls, and let m; be the combined number of cases
and controls in circle Z. Then

L(Zp,g)y=p" (1= )" g" (1= g)* ™" (2

where p is the probability that an individual within zone
Z is a case and where ¢ is the same probability for an
individual cutside the zone. Maximizing the likelihood
over p and g gives

L{Z} ver maxy»oL(Z p, g} _
Lo max=oL(Z p, q)

(-”_z)n;-(l g )?ﬂzfﬂz( N — g )Nunz(lm,_ﬁ:ﬁ?’z)M_N_mz_n)
iy Mz M —mz M — my o
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M M

if w2/ 12> (N —nz) /(M —m;z), and one otherwise.

For the Poisson model, let #(Z) be the expected
number under the null hypothesis, se that #(A)=N for
A, the total region under study. It can then be shown
that

(3)

O () (7o) “

if nz> (7)) and one otherwise. Details, including deriva-
tions as likelihood ratio tests, have been given else-
where'?.

As this likelihood ratic is maximized over all the
circles, it identifies the one that constitutes the most
likely disease cluster. Its p-value is obtained through
Monte Carlo hypothesis testing!®. Conditioning on the
total number of cases, 9999 random replications of the
data set are generated under the null hypothesis. For
each of these, the maximum likelihood is calculated in
the same way as for the real data set. The 10,000 values,
from the real and random data sets, are then ranked
from highest to lowest. If the null hypothesis is true,
then the maximum likelihood ratio from the real data
set has the same distribution as the maximum likelihood
ratio calculated from any of the random data sets.
Hence, its rank R on the list is uniformly distrubuted
between 1 and 10,000, that is, it is equally likely to take

any of the 10,000 positions among the ranked values.
This means that the probability of being among the top
5 percent values is, exactly, 5 percent, and its p-value
can be calculated as p=R/10000.

Calculations can be done using the SaTScan soft-
ware'® developed at the National Cancer Institute, and
available free of charge.

3 An Isotonic Spatial Scan Statistic

For the standard spatial scan statistic, and for a given
centroid, the risk is modeled as being higher within some
unknown distance ¢ from the centroid, as compared to
beyond that distance. The distance & correspond to the
radius of the circle used, and as mentioned before, this
radius is not specified apriori. This means that the risk
is modeled as a function »(d) of the distance from the
centroid, and that it uses a step function with a single
discontinuity at d.

Such a formulation leads to a natural extention of the
spatial scan statistic, in that the risk function could he
modeled as a non-increasing function with multiple
locations where the function takes a step down, little by
Hittle. If we don’t make any apriori assumptions ahout
the number or locations of those steps, the risk function
can be fitted using maximum likelihood in what is called
isolonic regression’™. The isotonic regression function is
defined as the one which, among all possible non
-increasing functions, gives the highest likelihood.

Mathematically, the only difference as compared to
the standard version is L(Z). Firstly, rather than using a
large set of circles, we will use a large set C of circle
centroids. For a particular centroid C<C, order the
census areas in order of distance from the centroid, with
the closest first. Let n; =1, ....,/ be the number of
cases in census area j.

For the Bernoulli model, let p;, 7=1,....,F be the
probability that an individual in census area j is & case,
and let my be the total number of cases and controls in

that area. Let
J
L(C, Do, ﬁj)ﬁglpi’"(lfpi)mum (5)

We then define

L(C)=p.?ﬁi’,,‘_p, L(Ct, ..... 01 (6)
and

Lo=  max LCh, ..... b1 v
The test statistic is

Se= max *L%l (8)
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Note that L, does not depend on C, and has the same
value as for the standard spatial scan statistic.

For the Poisson model, let w be the expected number
of cases in census area ¢ (under the null hypothesis). The
test statistic is then

(2 1)

Sc= max zz TN (9)
Avzdzz  Af ;AJ /-;T

where N as before is the total number of cases.

The collection of centroids C can be chosen in differ-
ent ways, but for the test statistic to be a scan statistic,
searching the area for clusters, it is important that the
centroids are at least as close to each other as are the
census areas, and that they cover the whole geographi-
cal area under study. In the forthcoming application,
described in the next section, we simply used the coordi-
nates of the 245 counties as circle centroids.

If there is only one centroid in C, we do no longer
have a scan statistic, but rather what is called a focused
cluster test!819202120) Tn fact, we get the T, test proposed
by Stone for focused cluster analyses, although he did
not implement it due to the difficulty in obtaining an
asymptotic distribution of the test statistic, using only
the first instead®®,
Focused tests are used to see whether a disease cluster

isotonic regression estimator

exist around some potential putative health hazard at
some specified foci, when that foci is specified apriori,
without first looking at the case counts. For example,
Lawson has used such a test to see whether there were
a cluster of respiratory cancer around a source of air
pollution in Armadale, Scotland®®.

if a suspected heaith hazard exist before looking at
the data, a focused test should be used rather than a scan
statistic, as the focused test will have higher power to
detect a cluster in that particular location. If on the
other hand, a cluster is first found, a focused test cannot
be used, as they would be erroneous p-vaiues due to
preselection bias. To evaluate cluster alarms, one should
instead use the spatial scan statistic, as it does not make
apriori assumptions on the cluster location and size.

4 Breast Cancer in Northeastern United

States

Kulldorff et al. used the standard spatial scan statistic
to study the geographical distribution of female breast
cancer mortality in Northeastern United States'®. This
data set encompasses the years 1988-1992 and covers the
245 counties and county equivalents in Connecticut,
Delaware, District of Columbia, Maine, Maryland, New
Hampshire, New Jersey, New York, Pennsylvania,
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3
'j"-.‘-'b =S ¢
DRt A%y
SLrirE Sy

4

Washington *_a

%;
4

1)

f 3
' \
l‘ﬂtﬁﬁ?

[0

2 | _
SISE s

New York

‘E‘?: oson

Figure 2 Most likely cluster of breast cancer mortality in northeastern United States, 1988-1992, using the standard spatial

scan statistics
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Tablel Most likely cluster of hreast cancer mortality in the Northeastern United States, 1988-1992, comparing the
standard versus the isotonic spatial scan statistic.

Test Most Likely Cluster Counties Cases Exﬁéc-ied RRY LILRY p-value
Standard  NYC-Philadelphia Area 32 24044 23040 1.074 35.7 0.0001
Isotonic NYC-Fhiladelphia Area 40 25582 24601 1.070 42.7 0.0001

TRelative risk compared to the rest of the Northeast, outside the cluster.
iLog likelihood ratio.

Buffalo
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Figure 3 Most likely cluster of breast cancer mortality in northeastern United States, 1988-1992, using the isolonic spatial
scan statistics.

Table2 Most likely cluster of breast cancer mortality in the Northeastern United
States, 1988-1992, using the isotonic spatial scan statistic.

Step Counties Cases Expected RRY
Ocean, Burlington, Monmouth
1 Atlantic, Mercer, Camden Middlesex, 5460 4991 1.126
Philadelphia
2 Gloucester 215 198 1.115
3 Richmond, Somerset, Union 1183 1134 1.074
4 Remaining 28 counties 18724 18278 1.055
Combined 25582 24601 1.070

fRelative risk compared to the rest of the Northeast, outside the cluster.
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Rhode Island, and Vermont. There were a total of 58,943
cases among a population of 29,535,210 women. The
annual mortality rate was 39.9 per 100,000 women. All
analyses in this paper uses the Poisson model, and are
adjusted for age using 18 different five year age groups:
0-4, 5-9, ....,80-84, and 85-.

Figure 2 and table 1 show the result using the standard
spatial scan statistic. The most likely cluster was
centered around Monmouth county in New Jersey, just
south of New York City along the Atlantic ocean. The
cluster contains most of the New York City-Philadel-
phia metropolitan area. With a total of 24,044 cases
compared to 23,040 expected, the mortality rate is 7.4
percent higher than the remaining parts of Northeastern
United States. The cluster is significant with a p-value
of 0.0001. A secondary cluster was found around Buf-
falo, but this cluster was not statistically significant (p=
0.12).

The result for the isotonic spatial scan statistic is
shown in table 1 and figure 3. The most likely cluster is
now centered around Ocean county, just south of the
previous center in Monmouth county. The general loca-
tion and size is the same as for the standard spatial scan
statistic, but somewhat expanded southward to include
eight additional counties.

The isotonic step function has four levels, as shown in
table 2. There is a fairly large inner circle, with an

excess risk of 12.6 percent. There is then two smaller
steps, with only one and three counties in them respec-
tively, with successively lower risk. The fourth step Is
again large, containing 28 counties, but the excess risk is
now only 5.5 percent. The cluster as a whole has a 7.0
percent excess risk, as compared to the 7.4 percent
excess found in the somewhat smaller cluster from the
standard spatial scan statistic.

The isotonic spatial scan statistic also detects a secon-
dary cluster in the Buffalo area, with a two step isotonic
risk function. There are three counties in the inner circle
(Cattaraugus, McKean, Allegany) and one in the outer
(Erie). It is not statistically significant though, with p=
0.34. Other non-significant secondary clusters contained
anywhere between 2 and 6 steps in the isotonic regres-
sion function.

5 Discussion

For the breast cancer mortality data, the result is
basically the same whether one uses the standard or the
isotonic spatial scan statistic. As has been pointed out
previously**), the spatial scan statistic can detect the
general location and size of a cluster, but its exact
boundaries must remain uncertain. This is because the
likelihood will not change much when adding or remov-
ing a few smaller counties to or from the most likely
cluster. The same observation is valid for the isotonic

Figure 4 County specific mortality rates: Percent above or below expected.
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spatial scan statistic, and not only for the cluster as a
whole, but also for the intermediate steps in the risk
function.

So, which method should be used, the standard or the
isotonic spatial scan statistic? How do they differ? What
are their pros and cons? We cannot compare the
methods by the magnitude of their respective log likeli-
hood ratio values. Since the circles in the standard
version are all special cases of the isotonic risk model,
it is mathematicallv impossible for the standard version
to have a higher log likelihood ratio than the isotonic
version.

One apparent advantage of the isotonic version is that
we obtain information about which parts of the cluster
has higher versus lower rates. That information can be
deceptive though, as figure 4 illustrate. There are sev-
eral counties in the outer hand that has an excess as high
or higher than the central counties, while one county in
the inner band has fewer cases than expected. Of course,
these individual county estimates are highly variable,
but it illustrates the point already raised, that while we
can pinpoint the general location and size of a cluster,
we can say nothing about its exact boundaries, and even
less about the wvariability in risk within the cluster.
Hence, the variable rates within the cluster, as produced
by the isotonic spatial scan statistic, may be more likely
to confuse the reader of the map than to provide useful
information. For descriptive details, it is better to pro-
vide the type of map given in Figure 4.

One difference between the two tests concerns statisti-
cal power. The isotonic version will have somewhat
higher power if the true cluster is such that the risk is
higher in the center of the cluster as compared to the
edges of the cluster, but it will have somewhat lower
power if the true cluster has approximately equal risk
throughout the cluster area or if the risk is higher in the
outlying as compared to the central areas of the cluster.
The magnitude of the power difference is unknown, and
merits further investigation, but is likely to he fairly
small.

Some geographical phenomena are very gradual, such
as air pollution or access to heaith care, while other
display abrupt changes, such as sources of water supply
and certain socioeconemic variables. The choice of
method should depend on what types of exposure we
think are most likely to cause any clusters that we
might find, which of course in a surveillance setting, is
not easy to say.

Both methods are computer intensive, in the sense
that they are based on Monte Carlo replications for
calculating p-values. The difference is computing time

is not large though. For the current data set, using 9999
Monte Carle replications, the isotonic spatial scan
statistic needed 4 minutes to run on a 400 MHz Pentium
PC, while the standard spatial scan statistic took 10
minutes to run. The standard version is slower not
because the computations are more complex, but
because the code used is optimized for situations with
many census areas. With fewer cases but more census
areas, the comparison would have been the opposite,
with the standard version using less computing time.

In summary, there are sometimes advantages of using
the isotonic spatial scan statistic, but the simplicity of
concept and interpretation will tend to favor the stan-
dard spatial scan statistic in many situations.

References

1) Gardner MJ, Snee MP, Hall A), Powell CA, Downes S,
Terrell JD, 1990. Results of case-control study of leu-
kaemia and lymphoma among young people near Sel-
lafield nuclear plant in West Cumbria. British Medical
Journal, 300 : 423-426.

2) Kulldorff M, Feuer E], Miller BA, Athas WF, and Key
CR. Evaluating cluster alarms: A space-time scan
statistic and brain cancer in Los Alamos. American
Journal of Public Health, 1998 ; 88: 1377-1380.

3} Dieckmann . Haufung von Leukamieerkrankungen in
der Elbmarsch (Incidence of leukemia in the Efbmarsch
area). Gesundheitswesen, 1992 ; 54: 592-5396.

4} Kosaka M, Okagawa K, Mivamote Y, Goto T, Saito S.
Geographic clustering of myeloma in Tokushima. Inter-
national Journal of Hematology, 1991 ; 54 : 405-409.

5) Wartenberg D, Greenberg M. Characterizing cluster
studies : A review of the literature. Presentation at the
conference on Statistics and Computing in Disease Clus-
tering, Vancouver, Canada, 1994.

6) Czeizel AE, Elek , Gundy S, Metneki ], Nemes E, Reis A,

Sperling K, Timar L, Tusnady G, Viragh Z. Environmen-

tal trichlorfon and cluster of congenital abnormalities.

Lancet, 1993 ; 341 : 539-542.

Public Citizen Health Research Group. Who poisoned

the children? Health Letter, 1997 ; 13: 12: 3-6.

Baris YL, Sahin AA, Ozesmin M, Kersel, OzenE,

Kolacan B, Ogankulu M : An outbreak of pleural

mesotheliomas and chronic fibrosing pleuisy in the vil-

lage of Karain/Urgaiip in Anatolia. Thorax, 1978 ; 33:

181 192

Uhlig M. Uber den Schneeberger Lungenkrebs (Concern-

ing the Schneeberger lung cancer). Virchows Archiv fir

Patologische Anatomie, 1921 230: 76-98.

10) Gottlieb MS, Schanker HM, Fan PT, Saxon A, Weisman
JD, Pozalskil. Pneumocystis pneumonia-Los Angeles.
Mortality and Morbidity Weekly Report, 1981 ; 30: 250
-252.

11) Steere AC, Malawista SE, Snydman DR, Shope RE, An-
diman WA, Ross MR, Steele FM. Lyme arthritis: an

-3
—

8

(=]
—

J. Natl. Inst. Public Health, 48(2): 1999



Martin KULLDORFF 101

epidemic of oligioarticular arthritis in children and
adults in three Connecticut commmunities. Arthritis and
Rheumatism, 1977 ; 20: 7-17.

12) Kulldorff M. A spatial scan statistic. Commmunications in
Statistics : Theory and Methods, 1997 26: 1481-1496.

13) Kulldorff M, Nagarwalla N. Spatial disease clusters:
Detection and inference. Statistics in Medicine, 1995;
14 799-810.

14) Kulldorff M, Feuer E, Miller B, Freedman L. Breast can-
cer in northeast United States: A geographic analysis.
American Journal of Epidemiology, 1997 ; 146: 161-170.

15} Dwass M. Modified randomization tests for nonpar-
ametric hypotheses. Annals of Mathematical Statistics,
1957 ; 28: 181-187.

16} Kulidorff M, Rand K, Gherman G, Williams G, DeFran-
cesco D. SaTScan v 2.1: Software for the spatial and
space-time scan statistics. Bethesda, MD: National
Cancer Institute, 1998. (http://dep.nci nih.gow/BB/
SaT-Scan. html)

17) Barlow RE, Bartholomew D], Bremner JM, Brunk HD.
Statistical inference under order restrictions: The the-

ory and application of isotonic regression. Chichester,
England : Wiley, 1972.

18) Bithell JF. The choice of test for detecting raised disease
risk near a point source. Statistics in Medicine, 1995,
14: 2309-2322.

19) Lawson AB. On the analysis of mortality events as-
sociated with a prespecified fixed point. Journal of the
Royal Statistical Society, Series A, 1993 ; 156: 363-377.

20) Stone RA. Investigation of excess environmental risk
around putative sources: statistical problems and a
proposed test. Statistics in Medicine, 1988 ; 7. 649-659.

21) Waller LA. Statistical power and design of focused clus-
tering studies. Statistics in Medicine, 1995 ; 15: 765-782.

22) Waller LA, Lawson AB. The power of focused tests to
detect disease clustering. Statistics in Medicine, 1995;
14 2291-2308.

23} Lawson A, Willlams FL. Armadale: A case study in
environmental epidemiology. Journal of the Royal Sta-
tistical Society, 1994 ; A157: 285-298.

AL TIE, BUROHBERS R L o 2 I FEHBAEE L 22 Spatial Scan Statistic ¢ -0 OIFIER
FIEL T A, FAUE, EROBBEFEET oo T8 LT, Bl (cluster center)
75 OEEE - BRFO ) A 7 A HET A X v S isotonic [ARBE#E A R L Tw2. U Ao BT
Pk, SRR R S ML A MY, F D ThHEIRIC L T, ) R 7D B ) Bl 7 = 7L (hot spot
model) Tdh -~ 7=, T A AARIOIABIETT T — ZIo@El LT, oo hEEE LA, WA
FEitrdr o iz 89 TH B, —RICIE, BREOBEIC L > T Ton oy BlRE N LD

T, ZOOETNOBENIHHTEDS ERHL T 5,

J. Natl. Inst. Public Health, 48(2): 1999

T N T TR B TR R T R B . W imam



